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ABSTRACT

FPGA packing and placement without routability consideration could lead to unrouteable results for high-utilization designs. Conventional FPGA packing and placement approaches are shown to have severe difficulties to yield good routability. In this paper, we propose a FPGA packing and placement engine called UTPlaceF that simultaneously optimizes wirelength and routability. A novel physical and congestion aware packing algorithm and several congestion aware detailed placement techniques are proposed. Compared with the top 3 winners of ISPD’16 FPGA placement contest, UTPlaceF can achieve 3.3%, 7.7% and 28.3% better routed wirelength with similar or shorter runtime.

1. INTRODUCTION

The field programmable gate array (FPGA) is a type of pre-manufactured integrated circuit designed to be configured by customers or designers. FPGAs are becoming more and more popular nowadays because of their ability to re-program in the field to fix bugs, shorter time to market, and lower non-recurring engineering costs. Historically, FPGAs was only used for fast realization of small digital circuits. However, in recent years, the gate count of commercial FPGAs has reached scale of millions [1], so much more complex digital systems are moving towards FPGA-based design methodologies.

A representative FPGA CAD flow is shown in Fig. 1. During logic synthesis and technology mapping, a circuit is translated into a netlist composed of lookup tables (LUTs) and flip-flops (FFs). In the packing stage, several LUTs and FFs together form a basic logic element (BLE) and then several BLEs are grouped into a configurable logic block (CLB). After packing, placement is responsible for determining the physical position of all CLBs in a two-dimensional array while optimizing some metrics (e.g. wirelength, routability, timing, power, and etc.). Finally, routing is performed to physically connect CLBs.

As design size and complexity continue to increase dramatically, routability has become an important metric in FPGA domain. Traditional pure wirelength-driven optimizations without routability consideration often failed to map circuits into FPGA devices. Among all CAD stages, packing and placement play key roles in optimizing various metrics, particularly routability.

Packing algorithms typically can be divided into three different categories: 1) seed-based approaches, 2) partitioning-based approaches, and 3) placement-guided and cluster-merging-based approaches. Seed-based packing approaches iteratively choose a BLE to form an initial CLB, then keep adding other unpacked BLEs into the CLB based on an attraction function until no more BLEs can be added. VPack [2], T-VPack [3], RPack [4], iRAC [5], T-NDPack [6], and MO-Pack [7] are representative examples of seed-based algorithms with different objectives and attraction functions. Partitioning-based approaches, like [8] and PPack [9], first apply a k-way partitioning to get a set of potential CLBs, and then perform a sequence of inter-partition moves to legalize the packing solution. HDPack [10] is an example of placement-guided and cluster-merging-based methods. It incorporates physical information using a min-cut-partitioning based global placement, and applies the idea of hybrid first choice clustering (HFCC) from [11] to recursively group clusters with highest attraction until no more merging could be performed.

To improve routability, packing algorithms like [12], iRAC, [13], Un/DoPack [14], and T-NDPack proposed several different depopulation techniques to prevent CLBs from being fully filled. Depopulation can be classified into two categories, uniform depopulation and non-uniform depopulation. iRAC is a good example of uniform depopulation, it limits cell utilization of all CLBs based on Rent’s rule. Un/DoPack is an example of non-uniform depopulation. It first runs through a regular CAD flow, then depopulates CLBs in the congested regions based on the routing result.

FPGA placement algorithms are very similar to ASIC’s placement and typically fall into one of the following three categories: 1) simulated-annealing-based approaches, 2) min-cut-partitioning-based approaches, and 3) analytical approaches. Simulated annealing based placers, like VPR [15], apply a probabilistic searching to approximate the global optimal solution. Min-cut-partitioning based placers, e.g. [16,17], recursively apply min-cut partitioning until cells are fully spread out. Analytical placers typically ap-
proximate cost metrics, like wirelength and bin density, with a smooth objective function, then use numeric solvers to find the optimal solution. Different analytical placement approaches have been extensively studied in [18–23].

1.1 Motivation

Packing and placement are two key steps to achieve high-quality physical implementation with good routability. However, we found that existing academic packing and placement approaches have the following limitations:

- Existing packing algorithms do not have good knowledge of cells’ physical locations. Logical packing, which performs packing based only on logical connectivity, could cluster cells that are physically far apart. As a result, it may lead to wirelength-unfriendly netlists and worsen routability. Most seed-based and partitioning-based packers do not have physical location information and only perform logical clustering. Existing placement-guided packers only have rough global placements, which is of poor quality compared to state-of-art placement engines. We believe that accurate physical information could better guide packing and yield placement-friendly CLB level netlists.
- Existing packing algorithms are unaware of actual congestion information, which is crucial for efficient and high-quality depopulation. Blindly applying uniform depopulation would inevitably worsen wirelength and area, and it is more efficient to only avoid overlapping in routing congested regions. Therefore accurate routing congestion information is of great importance in packing stage.
- In recent years, the gate count in modern FPGAs already reached scale of millions. Therefore, packing and placement algorithms with high-quality and good scalability are highly desirable for large scale FPGAs.

1.2 Contributions

In this paper, we propose a new routability-driven FPGA packing and placement engine called UTPlaceF. Our main contributions are listed as follows:

- We propose a novel packing algorithm that incorporates accurate physical information based on a high-quality analytical global placement.
- We propose a routing congestion aware depopulation technique to efficiently balance wirelength and routability in a correct by construction manner.
- We propose several congestion aware detailed placement techniques to improve wirelength without degrading routability.
- We perform experiments on the ISPD’16 Routability-Driven FPGA Placement Contest [24] benchmark suite released by Xilinx. Compared to the ISPD’16 contest top 3 winners, UTPlaceF achieves 3.3%, 7.7%, and 28.3% better routed wirelength with similar or shorter runtime.

The rest of this paper is organized as follows: Section 2 reviews the preliminaries and presents the UTPlaceF framework overview. Section 3 and Section 4 give the details of UTPlaceF packing and placement algorithms, respectively. Section 5 shows the experimental results, followed by the conclusion in Section 6.

2. PRELIMINARIES AND OVERVIEW

2.1 FPGA Architecture

In ISPD’16 FPGA placement contest, all benchmarks are targeted to Xilinx Ultrascale VU095. The architecture of BLE and CLB in this FPGA are shown in Fig. 2. Each CLB has eight BLE sites, and each BLE contains two LUT sites and two FF sites.

2.2 Quadratic Placement

A FPGA netlist can be represented as a hypergraph \( H = (V,E) \), where \( V = \{v_1, v_2, ..., v_{|V|}\} \) is the set of cells, and \( E = \{e_1, e_2, ..., e_{|E|}\} \) is the set of nets. Let \( \mathbf{x} = (x_1, x_2, ..., x_{|V|}) \) and \( \mathbf{y} = (y_1, y_2, ..., y_{|V|}) \) be the \( x \) and \( y \) coordinates of all cells. The wirelength-driven global placement problem is to determine position vectors \( \mathbf{x} \) and \( \mathbf{y} \) that minimize the total wirelength and obey bin density constraint. Wirelength is measured by the HPWL:

\[
HPWL(x, y) = \sum_{e \in E} \max_{i,j \in e} |x_i - x_j| + \max_{i,j \in e} |y_i - y_j| \tag{1}
\]

As HPWL is not differentiable everywhere, quadratic placers approximate it by squared Euclidean distance between cells. Therefore, the wirelength cost function in quadratic placer is defined as,

\[
W(x, y) = \frac{1}{2} \mathbf{x}^T Q_x \mathbf{x} + c_x^T \mathbf{x} + \frac{1}{2} \mathbf{y}^T Q_y \mathbf{y} + c_y^T \mathbf{y} + \text{const} \tag{2}
\]

2.3 UTPlaceF Overview

Fig. 3 shows the flowchart of UTPlaceF. The overall flow is composed of three parts: 1) physical and congestion aware packing (PCAP), 2) global placement, and 3) detailed placement.

![Figure 3: Overview of UTPlaceF.](image)

In PCAP, a flat initial placement (FIP) is generated to better guide packing. FIP is responsible for generating cells’ physical
locations, and detecting cells that are likely to be placed into routing congested regions. In the packing stage of PCAP, first LUTs and FFs are grouped into BLEs, then BLEs are clustered into CLBs. We assume that FIP yields the optimal cell relative position, and packing should not perturb it too much. Therefore PCAP, with cell physical locations information, disperses long-distance packing and prefers close packing. Similar to iRAC, absorbing small nets is treated as the main objective during packing stage of PCAP to reduce channel width and routing demand, which in turn improves wirelength and routability. Besides considering grouping connected cells, UTPlaceF also packs unconnected cells based on their physical locations to further reduce number of CLBs. Leveraged by routing congestion information from FIP, PCAP can perform loose packing only for cells that are likely to be placed into routing hotspots, and avoid blindly depopulating throughout whole netlists for routability enhancement. By using this congestion aware depopulation technique, PCAP is able to achieve both good wirelength and routability.

Our global placement basically shares the same framework with FIP but handles CLBs instead of LUTs and FFs. In detailed placement stage, a bipartite-matching-based minimum-movement legalization is applied first. Then density preserving global move, independent set matching, and row/column interleaving are consecutively performed to further reduce wirelength. To preserve the routability optimized global placement solution, white spaces in congested regions are handled specially throughout the detailed placement stage.

3. PHYSICAL AND CONGESTION AWARE PACKING

3.1 Flat Initial Placement

Figure 4: Overall flow of the flat initial placement.

Our FIP adopts the main framework of an ASIC placer POLAR 2.0 [25]. Its overall flow is shown in Fig. 4. In each iteration of wirelength-driven placement, a quadratic program is solved followed by rough legalization [26] for reducing cells overlaps. Then the density preserving global move [27] is applied to improve the wirelength of the rough legalized placement while preserving bin densities. A sequence of pure wirelength-driven placement iterations is performed until the gap between the upper bound wirelength and the lower bound wirelength is less than a certain number, which is 100% in PCAP. In the routability-driven placement stage, after a certain number of placement iterations, a fast global router NCTUgr [28] is called for routing congestion estimation, then similar to POLAR 2.0, cells in congested regions are inflated by a small ratio, and the inflation accumulates to the wirelength and the lower bound wirelength is less than a certain number, which is 100% in PCAP. In the routability-driven placement stage, after a certain number of placement iterations, a fast global router NCTUgr [28] is called for routing congestion estimation, then similar to POLAR 2.0, cells in congested regions are inflated by a small ratio, and the inflation accumulates to the

3.2 Max-Weighted-Matching-Based BLE Packing

As a BLE in our target FPGA architecture, Xilinx Ultrascale, contains 2 LUTs and 2 FFs, existing VPR-style BLE packing cannot be directly applied. To address this new BLE architecture, we propose a two step BLE packing algorithm that comprises: 1) LUT and FF pairing, and 2) detecting LUTs and FFs that are in routing congested regions. Cell physical locations are explicitly generated by the wirelength and routability co-optimized placement. Congestion information associated with cells is implicitly obtained from history based cell inflation. The insight of cell inflation is quantifying the possibility of a cell lying in routing congested regions using its area — larger cell area indicates larger possibility of being placed into congested regions. After FIP, each LUT and FF would have a physical location and a cell area, which indicates the congestion level associated with it.

Besides LUTs and FFs, FPGAs also contain cells, like DSPs, RAMs, and IOs, that have their specific physical sites. Typically, sites for these cells are discrete and scattered on FPGAs. If we handle them like LUTs and FFs in rough legalization, they might be far away from their legal positions in the final FIP solution. This discrepancy would introduce inaccuracy of cell relative position into FIP. To eliminate this discrepancy, UTPlaceF performs an extra legalization step for DSPs, RAMs, and IOs right after the conventional rough legalization in the second stage of FIP. By simply doing this, DSPs, RAMs, and IOs will use their legal positions as their anchor points in placement iterations, and the discrepancy will be eliminated in the final FIP solution. The legalization approach here is similar to our CLB legalization discussed in Section 4.2.

Figure 5: Different LUT and FF pairing scenarios. (a) and (b): LUT fanouts to multiple cells. (c) LUT fanouts to only one far FF. (d) LUT fanouts to only one close FF.

The two objectives of FIP are 1) generating physical location for each LUT and FF, and 2) detecting LUTs and FFs that are in routing congested regions. Cell physical locations are explicitly generated by the wirelength and routability co-optimized placement. Congestion information associated with cells is implicitly obtained from history based cell inflation. The insight of cell inflation is quantifying the possibility of a cell lying in routing congested regions using its area — larger cell area indicates larger possibility of being placed into congested regions. Besides that, long-distance packing is rejected, and only packing within maximum packing distance of BLE ($\Delta_s$) is allowed.

In the second step, max-weighted matching is used for finalizing the BLE packing. We construct an undirected weighted graph $UWG = (V, E)$, where each $v_i$ in $V = v_1, v_2, ..., v_{|V|}$ is a LUT/FF pair, a single LUT, or a single FF. $E = e_1, e_2, ..., e_{|E|}$ represents the set of legal mergings. To apply high-attraction and close packing, we say a merging $(v_i, v_j)$ is legal if and only if,

1. $v_i$ and $v_j$ are connected in the netlist.
2. Merging $v_i$ and $v_j$ into the same BLE does not violate any packing rules.
3. The merging attraction is greater than the minimum packing attraction of BLE ($\phi_b$).
In the UWG, edge weights are set as merging attractions. The attraction value for any merging is defined as,

\[ \phi_b(v_i, v_j) = (1 - e^{-\gamma_b (\text{dist}(v_i, v_j) - \lambda_b)}) \sum_{p \in \text{Net}(v_i \cap v_j)} \frac{k_b}{\text{deg}(p) - 1} \]  

(3)

where \( \gamma_b \) is a constant value being experimentally set as 0.2, \( \text{dist}(v_i, v_j) \) is the Manhattan distance between \( v_i \) and \( v_j \), and \( \lambda_b \) is the maximum packing distance of BLE which is 4 in PCAP. \( \text{Net}(c_i \cap c_j) \) is the set of nets shared between \( v_i \) and \( v_j \), \( \text{deg}(p) \) is the total number of pins of net \( p \) that is exposed in cluster level, and \( k_b = 2 \) for 2-pin nets and 1 for other nets.

The first term, \( 1 - e^{-\gamma_b (\text{dist}(v_i, v_j) - \lambda_b)} \), is a packing distance penalty factor in range \((-\infty, 1)\). This factor is very close to 1 for mergings of distance much less than \( \lambda_b \). It drops quickly as \( \text{dist}(v_i, v_j) \) gets close to \( \lambda_b \), and becomes negative once \( \text{dist}(v_i, v_j) > \lambda_b \). By using the first term, short-distance mergings in PCAP are always preferred. The second term, \( \sum_{p \in \text{Net}(v_i \cap v_j)} \frac{k_b}{\text{deg}(p) - 1} \), is introduced for reducing number of nets exposed in cluster level, which in turn improves wirelength and routability. With the second term, merging two clusters that share more small nets is of high priority, and 2-pin nets are given even higher weight by the factor \( k_b = 2 \).

The attraction function of related CLB mergings \((c_i, c_j)\) is defined as,

\[ \phi_{rc}(c_i, c_j) = \left(1 - e^{-\gamma_{rc} (\text{dist}(c_i, c_j) - \lambda_{rc})}\right) \sum_{p \in \text{Net}(c_i \cap c_j)} \frac{k_{rc}}{\text{deg}(p) - 1} \]  

(4)

Algorithm 1 Max-Weighted-Matching-Based BLE Packing

Input: Post-FIP netlist.
Output: BLE level netlist with external nets reduced.
1: Pair LUTs and FFs;
2: while legal cluster merging exists do
3: Construct an UWG using Eqn. (3);
4: for each connected subgraph do
5: Run max-weighted matching;
6: for each matched edge do
7: Merge corresponding clusters;
8: Set location and area of the merged cluster;
9: end for
10: end for
11: end while

Fig. 6 shows a simple cluster matching example. Due to our rules for legal merging, the constructed UWG typically is not connected and comprises many small connected subgraphs. Mergings in different connected subgraphs are independent, so PCAP performs a max-weighted matching algorithm on each of these subgraphs and all matched cluster pairs would be merged. The location of a merged cluster is set as the average location of all cells (LUTs and FFs) it contains, and the cluster area is simply the sum of cell areas. After each pass of matching and merging, PCAP rebuilds the UWG and re-solves the max-weighted matching for each new connected subgraph until no more legal merging exists. The pseudo-code of our BLE packing is summarized in Alg. 1.

### 3.3 Related CLB Packing with Congestion Aware Depopulation

After BLE packing, we create a CLB for each single BLE. CLB packing is done by successively merging smaller CLBs into larger ones. CLBs that share common nets are said to be related, and in this stage only related CLBs mergings are considered.

The BestChoice Clustering (BC) [29] is used as our main engine for related CLB packing. In BC, the attractions of all legal CLB mergings are calculated first, then the algorithm iteratively merges CLB pairs with the highest attraction. The location and area of a merged CLB is set as the average location and total area of cells it contains, respectively. After each merging, the legality and attraction of mergings related to the new CLB are updated accordingly. The pseudo-code of our BC-based related CLB packing is summarized in Alg. 2.

In PCAP, a related CLB merging \((c_i, c_j)\) is said to be legal if and only if

1. \( c_i \) and \( c_j \) are connected in the netlist.
2. Merging \( c_i \) and \( c_j \) into the same CLB does not violate any packing rules.
3. The merging attraction is greater than the minimum packing attraction of related CLB \((\phi_{rc})\).
4. Total area of \( c_i \) and \( c_j \) is no greater than maximum CLB area \((\lambda_{rc})\).

The first three rules are inherited from our BLE packing. The fourth rule is introduced to perform congestion aware depopulation and avoid overpacking in routing congested regions. As discussed in Section 3.1, cells with larger area have higher possibility to be placed into routing congested regions. By constraining area of each CLB, PCAP would apply loose packing in routing congested regions, and tight packing in other regions. This congestion awareness makes PCAP able to achieve a good trade-off between wirelength and routability. Fig. 7 illustrates the congestion aware depopulation technique in PCAP, note that BLEs with larger area are in routing congested regions.

![Figure 6: A simple max-weighted matching example.](image)

![Figure 7: Congestion aware depopulation of PCAP during packing.](image)
Our related CLB packing works effectively to reduce number of external nets, however it often yields relatively loose packing due to the inherent shortcoming of BC mentioned in section 3.4. In contrast, our unrelated CLB packing is capable of aggressively reducing number of CLBs and achieving tight packing. Therefore, if more packing is performed in the related CLB packing stage, a loose packing solution with less external nets would be yielded. However, if we only do a small portion of packing in the related CLB packing stage and leave most of work to unrelated CLB packing, the final packing would be more inclined to the “tight” side with more external nets.

In PCAP, $\phi_{rc}$ (the minimum packing attraction of related CLB packing) and $\lambda_{uc}$ (the maximum packing distance of unrelated CLB) are used to control the amount of packing work for each (related/unrelated) CLB packing stage. Initially, $\phi_{rc}$ is set as 0 to aggressively reduce number of external nets, and $\lambda_{uc}$ is set as 8 to only allow close packing in unrelated CLB packing stage. This initial setting typically results in a loose packing with large amount of net reduction. For high utilization designs, however, the packing solution generated by the initial setting could be sparse to the extent that number of CLBs exceeds the FPGA capacity. To address this problem, PCAP would discard the existing CLB packing solution and perform a re-packing step, which applies related and unrelated CLB packing again. In the re-packing phase, however, $\phi_{rc}$ is increased to reduce related CLB packing, and $\lambda_{uc}$ is also increased to allow unrelated CLB packing of longer distance. As results, the re-packing step would yield tighter packing but sacrifice net reduction. The re-packing step would be repeated until the number of CLBs is less than the FPGA capacity.

For high-utilization designs, barely relying on BC-based unrelated CLB packing cannot guarantee tight enough packing solutions that satisfy FPGA capacity constraint. It would reach saturation points where number of CLBs cannot be further reduced even with larger $\lambda_{uc}$. To address this issue, as mentioned in Section 3.4, PCAP will switch to seed-based unrelated CLB packing once $\lambda_{uc}$ is larger than a certain value.

Our related CLB packing works effectively to reduce number of external nets, however it often yields relatively loose packing due to the inherent shortcoming of BC mentioned in section 3.4. In contrast, our unrelated CLB packing is capable of aggressively reducing number of CLBs and achieving tight packing. Therefore, if more packing is performed in the related CLB packing stage, a loose packing solution with less external nets would be yielded. However, if we only do a small portion of packing in the related CLB packing stage and leave most of work to unrelated CLB packing, the final packing would be more inclined to the “tight” side with more external nets.

In PCAP, $\phi_{rc}$ (the minimum packing attraction of related CLB packing) and $\lambda_{uc}$ (the maximum packing distance of unrelated CLB) are used to control the amount of packing work for each (related/unrelated) CLB packing stage. Initially, $\phi_{rc}$ is set as 0 to aggressively reduce number of external nets, and $\lambda_{uc}$ is set as 8 to only allow close packing in unrelated CLB packing stage. This initial setting typically results in a loose packing with large amount of net reduction. For high utilization designs, however, the packing solution generated by the initial setting could be sparse to the extent that number of CLBs exceeds the FPGA capacity. To address this problem, PCAP would discard the existing CLB packing solution and perform a re-packing step, which applies related and unrelated CLB packing again. In the re-packing phase, however, $\phi_{rc}$ is increased to reduce related CLB packing, and $\lambda_{uc}$ is also increased to allow unrelated CLB packing of longer distance. As results, the re-packing step would yield tighter packing but sacrifice net reduction. The re-packing step would be repeated until the number of CLBs is less than the FPGA capacity.

For high-utilization designs, barely relying on BC-based unrelated CLB packing cannot guarantee tight enough packing solutions that satisfy FPGA capacity constraint. It would reach saturation points where number of CLBs cannot be further reduced even with larger $\lambda_{uc}$. To address this issue, as mentioned in Section 3.4, PCAP will switch to seed-based unrelated CLB packing once $\lambda_{uc}$ is larger than a certain value.

4. POST-PACKAGING PLACEMENT

4.1 Global Placement

After PCAP, the global placement is performed immediately to further optimize wirelength and routability. Our global placement shares the same framework with FIP, but instead of optimizing flat LUT/FF netlist, it considers each CLB as a whole. FIP is used as the starting point for global placement and the routability-driven placement stage is applied directly. To avoid global placement being stuck in the local optimal around FIP, the weight of pseudo-nets for cell spreading is reduced at the beginning of global placement.

4.2 Min-Cost Bipartite Matching Based Legalization

A notable difference between ASIC and FPGA legalization is that ASIC standard cells have different dimensions whereas FPGA CLBs have the same size. Because of this special property, FPGA legalization problem could be formulated as a min-cost-max-cardinality bipartite matching problem with Manhattan distance between CLBs and slices as cost. By solving the corresponding bipartite matching problem, global placement can be legalized with minimum total movement by the nature of this problem. However, solving a complete bipartite matching for large designs is impractical in terms of runtime. To address this problem, we apply min-cost matching in a window-by-window manner so that only a small matching within each window is solved. Windows in congested regions are legalized first, and neighboring available slices would be considered if number of
CLBs is larger than number of available slices within a window. Our legalization approach is summarized in Alg. 3.

**Algorithm 3 Min-Cost Bipartite Matching Based Legalization**

**Input:** Rough-legalized CLB level netlist.

**Output:** Legalized placement with minimum movement.

1. Split the placement region into non-overlapping windows;
2. Sort windows by their routing congestion in descending order;
3. for each unlegalized window do
4.   while Num. CLBs > Num. slices do
5.       5: Add neighboring unoccupied slices into window;
6.       6: end while
7.   Run min-cost bipartite matching between CLBs and slices with Manhattan distance as cost.
8.   Move each CLB to its matched slice, and set the slice as occupied.
9. end for

### 4.3 Congestion Aware Independent Set Matching

The idea of bipartite matching can also be applied to optimize wirelength. For a given set of legalized CLBs, a wirelength optimization problem could be formulated as a max-weighted bipartite matching with edge weights as HPWL improvement of moving CLBs to different slices. However, solving this matching problem cannot guarantee the optimal HPWL improvement, since the edge weight of a CLB depends on the positions of other connected CLBs in the same matching set. To overcome this drawback, we adopt the independent set matching (ISM) idea from NTUPlace3 [30], and only apply matching within a set of CLBs that do not share any common nets. Based on that, spaces are also considered in our matching to further increase the solution space.

The ISM works effectively for optimizing HPWL. However it could ruin the local CLB density optimized for routability, especially when spaces are considered in our ISM. To mitigate this problem, we propose a congestion aware ISM with three extra constraints introduced: 1) CLBs can be moved out of but not into routing congested regions, 2) spaces can be moved into but not out of congested regions, and 3) moves within congested regions are disallowed. Fig. 8 shows a simple matching example with the extra constraints applied. To get accurate congestion information, the routing congestion map is updated after a certain number of ISM iterations. By applying our congestion aware ISM, HPWL could be optimized without routability degradation.

![Illustration of our congestion aware ISM](image)

### 4.4 Other Detailed Placement Techniques

Besides ISM, UTPlaceF also applies two other effective detailed placement techniques, global move and cell interleaving [31]. We borrow the density preserving global move idea from [27] and extend it to detailed placement by only moving cells to legal positions in their optimal regions. Cell interleaving is performed in both rows and columns because of the regularity of FPGA slices. To avoid routability being degraded, spaces in routing congested regions are fixed during cell interleaving.

5. EXPERIMENTAL RESULTS

### 5.1 Benchmark Characteristics

The characteristics of ISPD’16 benchmark suite are listed in Table 1. This benchmark suite has numbers of cells ranging from 0.1 to 1.1 million, which are much larger than that of existing academic FPGA benchmarks. Note that several benchmarks have extremely high cell utilization, which raises two requirements to FPGA placement packing and placement engines: 1) the capability to yield tight packing solutions to satisfy the CLB capacity constraint, and 2) the capability to reduce routing resource demand, since little white space is available for cell and routing demand spreading.

### 5.2 Comparison with Contest Winners

We compare our results with the top 3 winners of ISPD’16 placement contest, and results are shown in Table 2. All routed wirelength are reported by Xilinx Vivado v2015.4, and runtime of the contest winners are evaluated on a Linux Machine with 3.40 GHz CPU and 32GB RAM. The benchmark suite released by Xilinx for ISPD’16 FPGA placement contest was used to evaluate the efficiency of UTPlaceF.

### 5.3 Runtime Analysis

The runtime breakdown of UTPlaceF is shown in Table 3. On average, about 75.3% of total runtime is taken by PCAP, while CLB global placement and detailed placement respectively take about 7.2% and 17.4% of total runtime, and legalization only takes about 0.1% of total runtime. In PCAP, FIP takes about 72.6% of total runtime, and the rest of packing stages take the remaining 2.7%. In detailed placement stage, ISM takes about 13.6% of total runtime, and the rest of packing stages take the remaining 2.7%. In detailed placement stage, ISM takes about 13.6% of total runtime, and the rest of packing stages take the remaining 2.7%. In detailed placement stage, ISM takes about 13.6% of total runtime, and the rest of packing stages take the remaining 2.7%. In detailed placement stage, ISM takes about 13.6% of total runtime, and the rest of packing stages take the remaining 2.7%.

6. CONCLUSION

With the utilization of FPGA designs being pushed to the upper limit, routability optimization is becoming a fundamental issue in modern physical design flow for FPGA. In this paper we have proposed a routability-driven FPGA packing and placement engine called UTPlaceF. A novel packing algorithm PCAP and several detailed placement techniques for wirelength and routability co-optimization are proposed. The experimental
results show that UTPlaceF provides high-quality packing and placement solutions, which outperform the top 3 teams of the ISPD’16 placement contest.
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