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Abstract—In advanced technology nodes, power grid metal wires
are prone to electromigration (EM) failures due to small wire sizes
and high unidirectional current densities. Power grid EM failures
usually happen around weak power grid connections delivering
current to high power-consuming regions. Previously, power grid
EM was mostly addressed at the post-routing stage, which may be
too late for a large number of EM violations in modern designs.
In this paper, we propose a new set of incremental placement
techniques to mitigate power grid EM, including cell move, single
row placement, and single tile placement. Experimental results
demonstrate the proposed placement techniques can effectively
reduce EM violations with negligible wirelength and placement
density impacts.

I. INTRODUCTION

As VLSI technology continues to scale, EM has become a
major reliability concern for chip design. High current densities
lead to the movement of metal atoms, and such EM effect causes
the growth of opens and shorts in metal wires over time. Two
reasons for the rise of the current densities in metal wires are the
continuous increase in transistor densities and aggressive scaling
of interconnects. Consequently, the number of EM violations is
growing as well as the difficulty of EM design closure. Power
grid wires are more susceptible to EM failures than signal wires
as they carry large unidirectional currents that cannot benefit
from the healing effect of bidirectional currents [1].

EM checking tools calculate current densities in metal wires
and detect EM violations in power grids with given design
rules; then these violations are fixed with engineering change
order (ECO) efforts. However, traditional fixing approaches such
as spacing large-current cells and widening metal wires are
not effective enough to handle the ever-growing number of
violations in power grids. The methodology of “EM-analysis-
then-fix” is becoming obsolete at advanced nodes [2]. Therefore,
it is necessary to mitigate EM degradation in power grids
at earlier design stages, such as placement. The locations of
standard cells and the corresponding current distribution are
determined during placement stage and the placement solution
can directly affect the final quality of EM design closure.

Power grid consists of horizontal power rails connecting
standard cells together, and these rails are connected with wider
vertical power stripes. As illustrated in Fig. 1(a), power tile is the
region between two adjacent VDD (or VSS) power stripes and
the adjacent power rails [2], and the chip region is partitioned
into multiple power tiles. It is observed that lower-level metal
layers of power grids are more susceptible to EM failures

This work is supported in part by Hisilicon Technologies Co., Ltd.

Power rail Power stripe Cell
Il = 10.8 Ir = 6.2

3 214 25

(a)
0

5

10

12

C
ur

re
nt

EM limit

(b)

52 41

Il = 8.5 Ir = 8.5

3 2

(c)
0

5

10

12

C
ur

re
nt

EM limit

(d)
Fig. 1: (a) An initial cell placement in a power tile and (b) the
corresponding current distribution in the power rail; (c) An EM-friendly
placement and (d) the corresponding current distribution.

due to smaller wire width, and EM violations are most likely
to occur around weak power grid connections, which deliver
current to high power-consuming regions. [2] proposes a global
placement problem with a bin-packing formulation to constrain
power consumption of each power tile, so that high-power cells
are forced to spread across the placement region and current
densities are flattened over the chip.

However, placement with globally balanced current density
does not guarantee EM friendliness. As illustrated in Fig. 1,
the metal wire segments touching vias on both sides carry the
largest currents in a power rail. They feed all the cells in the
tile and are the weakest points to EM. Current densities of these
segments may still exceed the current limit even if the total
current density of the power tile is below the threshold. Fig. 1(a)
shows a placement within a power tile, and the number on each
cell denotes its normalized current. Suppose the DC current limit
for power rail is 10. Fig. 1(b) shows the simulation result of the
current distribution on the power rail. The total current drawn by
all the cells is 17, which is less than the power tile total current
limit 20. But an EM violation occurs on the left side because the
current exceeds the EM limit. The placement shown in Fig. 1(c)
guarantees that the maximum current in the power tile will not
exceed the EM current limit.

Placement is typically divided into three stages, global place-
ment, legalization and detailed placement [3]. Global placement
determines the rough locations of cells considering objectives
such as wirelength, routability, and timing. After global place-
ment, the placement is legalized by removing overlaps and align-
ing cells to placement sites. Detailed placement further refines
the solution locally. Prior works [4]–[6] optimized cell density
and pin density at detailed placement stage. However, mitigation
of power grid EM during detailed placement is a different and
more complicated problem. Globally balancing current density978-1-5090-6023-8/17/$31.00 c©2017 IEEE



over chip cannot completely resolve EM violations because the
maximum current constraint for power tiles is more strict than
the total current constraint. Therefore, as illustrated in Fig. 1,
besides determining which cells to be placed in the power tile,
we need to figure out the order and spacing of these cells under
the EM current limit. In this work, we propose a series of
detailed placement techniques to mitigate power grid EM. The
proposed methods can reduce EM violations effectively with
negligible impacts on wirelength and placement density. Our
main contributions are summarized as follows:
• We present an incremental placement flow to address

power grid EM violations while optimizing wirelength and
placement density. To the best of our knowledge, this is the
first detailed placement flow for power grid EM mitigation.

• A nested dynamic programming (DP)-based single row
placement algorithm is developed to optimize wirelength
under the total current constraint of power tiles.

• A mixed integer linear programming (MILP) model is
formulated to solve single tile placement under the maxi-
mum current constraint. Besides, a set of hybrid techniques
is proposed to improve runtime while maintaining very
comparable performance.

The rest of this paper is organized as follows. Section II
illustrates the specific constraints and gives the formulation of
the detailed placement problem. Section III provides a detailed
explanation of the proposed algorithms. Section IV demonstrates
the effectiveness of our approaches with comprehensive results,
followed by conclusion in Section V.

II. PRELIMINARIES

Hsu et al. [2] propose an average power-based model to
evaluate power grid static EM at placement stage. With given
supply voltage, we use the DC current limit Ilimit of power rail
metal wires to evaluate power grid EM violations. For a standard
cell, we consider the sum of the dynamic current and leakage
current at this stage, which is calculated as:

I = α · C · VDD · f + Ileak,
where α is the cell activity factor, VDD is the supply voltage
and f is the system clock frequency. C is the sum of the load
capacitance and the output pin capacitance. Load capacitance
further includes downstream gate capacitance and interconnect
capacitance. Since nets have not been routed at this stage, we
use half-perimeter wirelength (HPWL), which is widely adopted
in placement [3], to estimate interconnect capacitance.

Fig. 2 demonstrates how we calculate the maximum current
in the local power rails within a power tile. Pl and Pr are
the left and right endpoints of the VDD power rail. dli and
dri are the distances from the midpoint of the i-th cell to Pl
and Pr, respectively. Rli and Rri are the wire resistances of the
corresponding metal segments, which are proportional to dli and
dri . The following equations hold:

I li · Rli = Iri · Rri , I li + Iri = Ii.
Thus,

I li =
dri

dli + dri
Ii, Iri =

dli
dli + dri

Ii. (1)

The currents drawn by all the cells in the power tile from Pl
and Pr are computed as:

I l =
∑
i

I li , Ir =
∑
i

Iri , I l + Ir =
∑
i

Ii. (2)

dr
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Fig. 2: The model for current calculation in a power tile.

Since the cells in the tile only draw current via Pl and Pr, the
peak current that occurs in the local power rail is max{I l, Ir}.

Definition 1 (EM Violation). There is an EM violation in the
power tile if max{I l, Ir} > Ilimit.

According to Eq. (1) and Eq. (2), it is necessary to know the
current and location of each cell in the power tile to compute
I l and Ir. Therefore, once a cell is relocated, we update its
current because the load capacitance is also changed. When a
cell is moved to a new power tile, we need to predict whether
this movement will cause an EM violation in the new power
tile. Since we may not decide the new location of the cell
immediately, we derive a total current constraint of the power
tile to estimate the EM violation. Combining Eq. (2) with the
property that an EM-friendly power tile satisfies I l ≤ Ilimit and
Ir ≤ Ilimit, there is a relaxed constraint on the total current of
power tile as follows:∑

i

Ii = I l + Ir ≤ 2Ilimit. (3)

Satisfying the above constraint is a necessary condition for
the power tile to be free from EM violation. When the total
current of the cells in the power tile is less than 2Ilimit, cell
placement in the power tile further determines I l and Ir.

In this work, we follow ICCAD 2013 placement contest [7]
to use scaled half-perimeter wirelength (sHPWL) defined below
to quantify the quality of placements:

sHPWL = HPWL ·(1 + ABU),
where HPWL is the wirelength metric, and average bin uti-
lization (ABU) is used to evaluate placement density [8]. The
bin used for ABU density calculation contains multiple rows of
power tiles.

Problem 1 (EM-Aware Detailed Placement). Given an initial
legalized detailed placement and the EM DC current limit Ilimit,
we seek a legal placement to minimize the number of EM
violations and further reduce sHPWL.

III. ALGORITHMS

In this section, we introduce the three placement techniques
for reducing EM violations and describe the incremental place-
ment flow.

A. Cell Move

The major objective of the first technique is to achieve cell
current balance among power tiles from a global scope. We use
the cell move approach [4], [5] and try to move cells out from
current-overfilled tiles to other tiles which can accommodate
them and help improve sHPWL.

Power tiles with total currents greater than the threshold
2Ilimit will definitely have EM violations and such violations
cannot be fixed by local permutation. In addition, an EM
violation may exist for a power tile even if its total current
density is below the threshold. Therefore, we define a current
threshold parameter tc and the tiles with total cell current greater



than 2Ilimit · tc are regarded as the source tiles for cell move.
The cell with the largest current will be moved to a target
tile in the search region [9] that has enough area and current
capacity. Note that the total current of the target tile after the cell
movement should be less than the predefined 2Ilimit · tc to avoid
cell move loops. We sort the candidate target tiles according to
their distances to the optimal region [10] and the tile with the
minimum cost will be chosen. The cost of moving cell i to target
tile j is defined as:

cost(i, j) = ∆ sHPWL(i, j) + β · density(j),
where ∆ sHPWL(i, j) denotes the sHPWL change and
density(j) denotes the total current density of tile j after the
cell movement. Both of them are normalized in the scale of site
half-perimeter.

We only decide the target tile for the cell to move into by the
above procedure. The cell is temporarily put in the center of the
target tile, and its precise location and possible overlaps will
be solved by the subsequent techniques. We iteratively repeat
the above procedure until we cannot find cells to move or the
maximum number of iterations is reached.

B. Single Row Placement

After cell move, we perform the ordered single row placement
that minimizes wirelength under the total current constraint for
each power tile in a row. The ordered single row placement
for minimizing wirelength has been well-studied [6], [11]–[13].
Under the maximum displacement m for each cell, the problem
can be transferred to the shortest path problem, and a DP-based
algorithm is able to solve it in O(m2n) [6], [14]. However, the
additional constraint of total current makes the problem more
complicated, which cannot be solved by the above approaches.
We define the ordered single row placement problem under the
total current constraint in Problem 2. We provide our main
SINGLEROWDP algorithm in Theorem 1 which invokes SIN-
GLETILEDP in Theorem 2. Note that our entire algorithm is still
optimal even if we replace SINGLETILEDP by other algorithms
that are able to output optimal solutions, which makes our single
row placement algorithm widely applicable. The straightforward
way to implement SINGLETILEDP has quadratic dependence
in m, but we can achieve linear dependence in m by using
some standard tricks [15]. For any positive integers n,m, we
use [n] to denote set {1, 2, · · · , n}, and [n,m] to denote set
{n, n+ 1, · · · ,m}. To give a more general formulation, we use
cost to denote wirelength and value to denote current.

Problem 2 (Fixed Order Single Row Placement). Given n
ordered cells, M locations and B tiles, m denotes the maximum
displacement and Li denotes a set of feasible locations1 where
the i-th cell can be placed, i.e., maxi∈[n] Li = m. Let ci,j
and vi,j denote the cost and value corresponding to placing
the i-th cell at the j-th location, ∀i ∈ [n], j ∈ Li. Let
vmax(= 2Ilimit · tc) denote the value threshold. The goal is to
find a feasible, non-overlapping placement that keeps the initial
order (∀i ∈ [n−1], π(i) < π(i+1), where π(i) ∈ Li is the new
location for i-th cell), such that the value (current) constraint
is satisfied, and the total cost (wirelength) is minimized.

1Note that Li is a set of consecutive integers (i.e., Li = [x, x+ 1, · · · , y−
1, y]) in the problem as we claimed. Our algorithm is also working for the
general case that Li contains gaps.

Algorithm 1
1: procedure SINGLEROWDP(c, v) . Theorem 1
2: for j = 1→ B do
3: Qj ← {i|Li ∩ Jj 6= ∅, i ∈ [n]}
4: for i ∈ Qj do
5: L̂ji ← Li ∩ Jj
6: for j = 1→ B; i1 ∈ Qj ; i2 ≥ i1, i2 ∈ Qj do
7: if

∑i2
i=i1

vi,j ≤ vmax then
8: f̂i1,i2,j ← SINGLETILEDP(c, L̂j , i1, i2)
9: for j = 1→ B; i2 ∈ Qj do

10: Si2,j ← {i1|i1 ∈ Qj , i1 ≤ i2, fi1,j−1 6=∞, f̂i1+1,i2,j 6=∞}
11: fi2,j ← min

i1∈Si2,j

(fi1,j−1 + f̂i1+1,i2,j)

12: return minj∈[B] fn,j

13: procedure SINGLETILEDP(c, L, i1, i2) . Theorem 2
14: for k = i1 → i2 do
15: τ(k) to be the last location of Lk
16: for l ∈ Lk do
17: if l − 1 /∈ Lk−1 then
18: l′ ← τ(k − 1)
19: else
20: l′ ← l − 1
21: gk,l ← min(gk,l−1, gk−1,l′ + ck,l)

22: return gi2,τ(i2)

Theorem 1 (Single Row Dynamic Programming). There is an
algorithm (Procedure SINGLEROWDP in Algorithm 1) running
in O(Bt3m + Bn) time2 that is able to output a placement
π : [n] → [M ] such that ∀b ∈ [B],

∑
i,π(i)∈Jb vi,π(i) ≤ vmax

holds, and
∑
i∈[n] ci,π(i) is minimized, where Jb denote the set

of locations belong to tile b ∈ [B], and t denote the maximum
number of cells per tile.

Proof. Let fi,j denote the cost that all the first i cells are placed
in the first j tiles if there is no violation over all the first j
tiles, otherwise fi,j = ∞. Let f̂i1,i2,j denote the cost that for
placing from the i1-th cell to the i2-th cell to tile j if there
is no violation, otherwise f̂i1,i2,j = ∞. The total running time
consists of three parts. The first part (lines 2–5) is computing
all Qj and L̂ji in O(Bn) time, where Qj is the set of cells that
can be placed in tile j, and L̂ji denotes the feasible locations
for cell i in tile j. Before we define t = maxj∈[B] |Qj |. The
second part (lines 6–8) is from calling SINGLETILEDP O(Bt2)
times and the running time of SINGLETILEDP is O(tm). Thus,
the running time for the second part is O(Bt3m). The third
part (lines 9–11) is dominated by computing set Si2,j O(Bt)
times, and computing Si2,j takes O(t) time. Overall, the running
time is O(Bt3m + Bn). The correctness can be proved by
induction. Let Si2,j denote a set of possible states i1 such that
i2 is coming from i1. For each iteration, we update fi2,j by
taking the minimum from |Si2,j | states. For each state, suppose
we transform from some i1 ∈ Si2,j , the cost contains two parts:
the first part is the cost of placing all the first i1 cells in the first
j − 1 tiles, i.e., fi1,j−1; the second part is the cost of placing
cells i1 + 1, · · · , i2 in the tile j, i.e., f̂i1+1,i2,j .

Remark 1. For simplicity, our DP algorithms (in Algorithm 1)
demonstrate the case where each cell has the same unit site, all
the tiles have the same length, and the maximum displacement
for each cell is the same. It is easy to extend it to the general

2Our current result assumes that vi,j = vi,j′ for any j, j′ in the same tile.
Our algorithm can be extended to the case without that assumption, the running
time becomes O(Bt3m · vmax +Bn).



setting. We also omit the details of backtracking to output the
optimal solution.

Theorem 2 (Single Tile Dynamic Programming). Given t cells
and a tile with ` locations, let Li denote a set of feasible
locations for cell i ∈ [t] and m = maxi |Li|. Let ci,j denote the
cost of placing cell i at the j-th location. There is an optimal
algorithm3 (Procedure SINGLETILEDP in Algorithm 1) running
in O(tm) that is able to output a placement π : [t] → [`] such
that

∑
i∈[t] ci,π(i) is minimized.

Proof. Let gk,l denote the optimal cost of cells i1, · · · , k being
placed in the first l locations of the tile. Lk denotes a set of
feasible locations that cell k can be placed, we use τ(k) denote
the last location of Lk. Because we have two nested for loops,
one is going through all the cells, and the other is going through
all the feasible locations of the cell, thus the running time is
O(

∑i2
i=i1
|Li|) = O((i2−i1+1)m) = O(tm). By induction, we

can show that the optimal solution is gi2,τ(i2). In each iteration,
we update the gk,l by taking the minimum of two states. One
is placing cell k at location l, whose cost is gk−1,l′ + ck,l. Note
that we cannot set l′ to be l − 1 directly, because it is possible
that l − 1 is not a feasible location for cell k − 1. The other
state is not placing cell k at location l, whose cost is gk,l−1,
and gk,l−1 =∞ if l − 1 /∈ Lk.

Our SINGLETILEDP algorithm finds the optimal solution
by checking the states whether the current cell is placed at a
certain location. Thus, the time complexity of it is O(tm), which
is the same as the work in [16] by pruning solution spaces.
In most cases, the single row placement can help reduce the
number of the current-overfilled tiles to zero. However, in some
extreme cases with tight maximum displacement or existence of
blockages, it may fail because the cells cannot be shifted much
in the row.

C. Single Tile Placement

After the steps mentioned above, we determine the cells in
each power tile. We now present the single tile placement which
helps address the maximum current violation in a power tile if
the total current constraint has been satisfied.

Problem 3 (Single Tile Placement). Given the cells within a
power tile, find a non-overlapping placement for these cells so
that HPWL is minimized under the constraint that the maximum
current in the power tile is less that the EM current limit Ilimit.

In this section, we use C to denote the set of cells in the
power tile andN to denote the set of nets. Let L denote set of all
possible site locations in the tile. For the i-th cell in C, we use Wi

to denote its width and Ii to denote the its current. W denotes
the width of the entire power tile. Let pi,k denote the horizontal
distance between the i-th cell and the pin corresponding to the
i-th cell associated with the k-th net.

1) MILP Formulation: A power tile with an EM violation
usually contains more than ten cells and thus the sliding window
approach for cell reordering [17] cannot be applied. Placement
problems using mixed integer programming (MIP) [18] and
MILP [19], [20], by contrast, are more scalable by applying

3The running time is optimal, because the input size (the number of feasible
locations) is already Ω(tm).

branch-and-cut approach. Hence, we propose an MILP formula-
tion to determine the order and locations of cells in the power tile
and consider the no-overlap and maximum current constraints
simultaneously. Since cells are only moved inside the power
tile, the y-coordinate of each cell is fixed. Assuming the cells
in other tiles is also fixed for the time, the total HPWL can be
formulated by the sum of the difference between the left and
right boundary of the bounding box for each net. We define the
MILP model minimizing the total HPWL as follows:

min
x,y,l,r

∑
k∈N

(rk − lk) (4a)

s.t. xi,j ,yi,j ∈ {0, 1}, ∀i ∈ C, j ∈ L, (4b)∑
j∈L

xi,j = 1, ∀i ∈ C, (4c)∑
i∈C

yi,j ≤ 1, ∀j ∈ L, (4d)∑
j∈L

yi,j = Wi, ∀i ∈ C, (4e)

j′+Wi∑
j=j′

yi,j −Wi · xi,j′ ≥ 0, ∀i ∈ C, ∀j′ ∈ L, (4f)

∑
i∈C

∑
j∈L

Ii · (j +Wi/2) · xi,j ≤ Ilimit ·W, (4g)∑
i∈C

∑
j∈L

Ii · (W − j −Wi/2) · xi,j ≤ Ilimit ·W, (4h)

lk ≤
∑
j∈L

j · xi,j + pi,k ≤ rk,∀i ∈ C, ∀k ∈ N . (4i)

Formulation (4) is optimized over four kinds of variables, where
xi,j , yi,j are binary variables and lk, rk are continuous variables.
If the lower left corner of cell i locates at site j then xi,j = 1,
otherwise xi,j = 0. If cell i occupies site j then yi,j = 1,
otherwise yi,j = 0. Constraint (4c) makes sure that each cell is
placed at only one location, and constraint (4d) guarantees that
cells do not overlap. Constraints (4e) and (4f) ensure that each
cell occupies the same number of total sites as its width, and all
occupied site locations for the cell are contiguous. According
to Eq. (1) and Eq. (2), we calculate the currents in the leftmost
and rightmost power rail segments and force them to be smaller
than the maximum current limit in constraint (4g) and (4h). The
left boundary lk and right boundary rk of the bounding box of
each net are defined in constraint (4i).

2) Speedup Techniques: The aforementioned MILP formula-
tion is optimal as it considers the orders of cells and spacing
simultaneously, but may suffer from long runtime overhead.
Here we propose a set of speedup techniques that breaks the
single tile placement into two phases, where cells are reordered
and shifted subsequently.

Fig. 3 illustrates the fast way to solve the single tile place-

(a)

D

(b)

D

(c) (d)
Fig. 3: Speedup techniques for single tile placement. (a) The initial
placement, (b) the placement after packing cells, (c) the placement after
cell reordering and (d) the final placement after SINGLETILEDP.



ment problem. Given the cells in the problematic power tile
(Fig. 3(a)), we pack all the cells to the center (Fig. 3(b)) and
run the MILP algorithm shown in Formulation (5) to determine
the order of cells and ignore whitespaces in the tile temporarily
under the maximum current constraint (Fig. 3(c)). After that, the
tile-based ordered placement SINGLETILEDP (in Algorithm 1)
is run to determine the locations of cells if the wirelength can
be improved further under the maximum current constraint. The
final placement is shown in Fig. 3(d).

Let D denote the distance of the leftmost cell to left power
stripe, we define FASTMILP as follows:

min
z,s,l,r

∑
k∈N

(rk − lk) (5a)

s.t. zi,j ∈ {0, 1}, ∀i 6= j ∈ C, (5b)
zi,j + zj,i = 1, ∀j > i ∈ C, (5c)
zi,j + zj,k − zi,k ≤ 1, ∀i 6= j 6= k ∈ C, (5d)

si =
∑
j 6=i

zj,i ·Wj +D, ∀i ∈ C, (5e)∑
i∈C

Ii · (si +Wi/2) ≤ Ilimit ·W, (5f)∑
i∈C

Ii · (W − si −Wi/2) ≤ Ilimit ·W, (5g)

lk ≤ si + pi,k ≤ rk, ∀i ∈ C,∀k ∈ N . (5h)
Formulation (5) is optimized over four kinds of variables,

where zi,j is a binary variable, and si, lk and rk are continuous
variables. We use variable zi,j to represent the relative order of
cell i and j. If cell i is on the left of cell j then zi,j = 1, else
zi,j = 0. Variable si denotes the placement site of lower left
corner of that cell. For any three cells i, j and k, we also need
to make sure that if cell i is on the left of cell j and cell j is
on the left of cell k, then cell i must be on the left of cell k,
which is guaranteed by constraint (5d). Constraint (5e) transfers
the relative orders of a group of cells to their site locations. The
maximum current limit constraint is addressed by constraint (5f)
and constraint (5g). Constraint (5h) is identical to constraint (4i)
in Formulation (4) to formulate HPWL.

Notice that the number of binary variables in Formulation (4)
is 2 · |C| · |L|, and the number of binary variables in Formu-
lation (5) is |C|2 − |C|. It is observed that |L| � |C| in our
benchmarks, which is the reason for that solving Formulation (5)
is much faster than Formulation (4) in practice. Although these
speedup techniques cannot guarantee an optimal solution of the
single tile placement problem, experimental results demonstrate
that it can achieve noticeable runtime speedup without sacrific-
ing too much performance.

There are some corner cases where the maximum current
constraint cannot be satisfied by any cell placement within the
tile, even if the total current of the tile is less than the threshold.
Our MILP models become infeasible in this situation and will
report that no feasible solution can be found.

D. Overall Flow

The proposed detail placement flow for power grid EM
mitigation is shown in Fig. 4. The first two stages are cell move
and single row placement to reduce the total currents in current-
overfilled tiles. The third stage is single tile placement to reduce
the maximum current in each of power tiles with EM violations.
Single tile placement has two available algorithms, including

Cell Move

Initial Placement

Single Row Placement

Output Placement

Single Tile Placement

MILP

FASTMILP

SINGLETILEDP

Fig. 4: Overall flow of our detailed placement techniques.

TABLE I: Benchmark Characteristics
Design #cells #nets #blk Density Target util. Disp.(um)
vga_lcd 165K 165K 0 68.94% 70% 10

b19 219K 219K 0 44.85% 70% 20
leon3mp 649K 649K 0 72.02% 75% 30

leon2 794K 795K 0 84.19% 90% 40
mgc_edit_dist 131K 133K 13 67.26% 70% 30

mgc_matrix_mult 155K 159K 16 59.31% 65% 30
netcard 959K 961K 12 66.29% 70% 50

the original MILP algorithm and a series of speedup techniques
(FASTMILP and SINGLETILEDP).

IV. EXPERIMENTAL RESULTS

Our placement framework was implemented in C++ and run
on a 3.40 GHz Linux machine with 32 GB memory. Since
EM violations are more noticeable at advanced nodes, we
validated our algorithms on the set of benchmarks from [16],
which integrated NanGate 15nm standard cell library [21] into
ICCAD 2014 placement benchmarks [22] and used RippleDP
[5] to generate the initial detailed placements. Table I presents
the characteristics of this set of benchmarks. ICCAD 2014
placement contest defines two maximum displacement limits for
each design, and we chose the smaller one for less perturbation
to the original placements, as listed in column “Disp. (um)”.
GUROBI [23] was used as the MILP solver. We set the user-
defined parameters tc and β to 0.7 and 5. Note that for some
extremely dense power tiles, it takes a long time to find the
optimal solution. Thus, we set a time limit for each run of the
MILP solver to 200s.

We set the supply voltage, operating temperature and clock
frequency to 0.88V, 125◦C and 1GHz in the experiments. Cell
current was calculated from the NLDM file in NanGate 15nm
standard cell library [21]. We studied the typical values of the
metal width of power grids at 16-nm nodes and set power rail
and power stripe wire width to 0.09um and 0.32um, respectively.
The power tile width was set to 5.76um. The EM DC current
limit under this setting was 0.067mA. To demonstrate the
effectiveness of the proposed flow, we set the EM DC current
limit tighter to 0.026mA for benchmarks b19, mgc_edit_dist and
mgc_matrix_mult with small initial violation numbers (≤ 40).

Table II shows the detailed placement results. “MILP flow”
and “Fast flow” denote the flows using the original MILP
algorithm (Section III-C1) and the speedup techniques (Section
III-C2) respectively in the single tile placement step. “EM
vio." denotes the number of EM violations. “∆ HPWL” and
“∆ sHPWL” denote the change in wirelength and scaled wire-
length. “CPU” denotes the total runtime in second. The MILP
flow is effective to fix 96% of the EM violations on average and
its impacts on wirelength (0.31%) and placement density (0.2%)
are very small. Furthermore, compared with the MILP flow, the
fast flow is at least 8× faster while achieving comparable results,



TABLE II: Result comparsion between two flows.

Design
Initial MILP flow Fast flow

EM vio. HPWL sHPWL EM vio. ∆HPWL ∆sHPWL CPU EM vio. ∆HPWL ∆sHPWL CPU
# ×106 ×106 # % % s # % % s

vga_lcd 127 1.421 1.874 0 0.076 0.012 52.72 0 0.073 0.009 7.99
b19 363 0.965 1.139 2 0.279 0.113 32.93 4 0.290 0.086 15.04

leon3mp 738 5.340 6.837 3 0.125 0.135 254.22 7 0.125 0.131 99.13
leon2 2076 13.092 14.487 35 0.561 0.637 4445.77 39 0.558 0.626 405.26

mgc_edit_dist 100 1.525 1.880 0 0.185 -0.273 5.66 0 0.185 -0.273 5.46
mgc_matrix_mult 144 0.912 1.126 0 0.149 -0.534 80.01 0 0.151 -0.533 7.14

netcard 2424 14.570 20.189 197 0.773 1.304 5314.47 206 1.040 1.430 678.35

avg. 853.1 5.404 6.790 33.9 0.307 0.199 1455.11 36.6 0.346 0.211 174.05
ratio 1 0.040 1 0.043 0.12

(a) (b) (c)
Fig. 5: The EM violation map of design leon2. The tiles with violations
are marked in red. (a) The initial design, (b) after single row placement,
and (c) after single tile placement.
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Fig. 6: The number of EM violations before and after placement and
runtime vs. EM DC current limit for design leon2.

regarding EM violation reduction (95.4%), wirelength (0.35%),
and density (0.21%). It is worth mentioning that the fast flow
performs better than the MILP flow for the vga_lcd benchmark.
It is because although the MILP approach theoretically gives
an optimal solution to the power tile placement, the optimal
solutions to the local sub-problems do not necessarily lead to
the final globally optimal solution.

The key ideas of our work are first reducing the total currents
for current-overfilled power tiles by cell move and single row
placement, and further reducing the maximum current in each
power tile by single tile placement. Fig. 5 demonstrates that the
two types of placement techniques are indispensable for EM
violation reduction. The first two techniques for total current
reduction can remove a part of the EM violations, but more EM
violations are fixed by single tile placement. As shown in Fig. 6,
the initial number of EM violations is largely dependent on
the EM current limit, and our placement flow can achieve zero
EM violations in a wide range of current limits. The proposed
placement techniques are designed to serve as an incremental
placement step that can be used in ECO stage as well. It can
be easily integrated into the existing physical design flow to
eliminate EM violations iteratively.

V. CONCLUSION

This work presents a set of detailed placement mitigation
techniques to handle power grid EM, including cell move, single
row placement, and single tile placement. Experimental results

show that these techniques achieve high-quality placement re-
sults regarding EM violation reduction, total wirelength, and
placement density.
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